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Chapter I

INTRODUCTION

The Comparative Prediction Methodology for Decentralized DDBMS program,

to be called 'effort' in this report, was undertaken to prepare a set of

software programs that can serve multiple purposes. This report gives a

status snapshot of that effort at the end of a 12 month period. Once

the preliminary reviews of the scope of the program were completed it

was obvious that the final objectives of the proposal could not be com-

pletely obtained in the one year that was allotted. However, it is the

contention of the investigators that a considerable step toward the end

goal has been attained.

As described in the proposal, two clearly efined and separate areas

of interest ware to be investigated, the developnent of a programming

package that eould serve as support and background for the simulation of

distributed systems, and the development of a model for the simulation

of the Concurrency Control Algorithn of the SDD-1 system. The two sec-

tions indeed run as a single program. However, the DIstributed System

Simulator (DISS) package is a generalized support aid for the simulation

of a Aide range of distributed system nodels and is a stand alone sup-

port package. It is designed to work with any algorithmic description

that converses satisfactorily with the DISS package. There are of

course a set of rules that must be obeyed when lesigning the distributed

system model so that the two major sections interface correctly and thus



mutually support each other. The second software section developed is a

model of the SDD-1 Con2urrency Control Algorithm. This model has been

designed to operate with the DISS package and is now in operation. All

programs were written in the Simscript 11.5 programming language

(Russ73).

This report contains a more Jetailed review of the two programming

sections in Chapters II and III. The Concurrency Control Monitor

designed for the Algorithm is discussed in chapter IV. A description of

the Performance Measurements planned for the model and the Performance

Evaluation is given in Chapters V and Vt. The conclusions and recornmen-

dations are presented in Chapter VII.
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Chapter II

THE DISTRIBUTED SYSTEM SIMULATOR

Repeated generation of simulation nodels representing queues and ser-

vers, computer systems, computer operating systems, and distributed sys-

tems has led to the concept of designing a generalized model that can be

used as a basis by a large family of applications. The areas mentioned

and especially the subject of distributed computer networks today offer

sufficient common simulation requirements to warrent the formulation of

a general framework within which one can modularly model a particular

system.

The DIstributed Network Simulator, (DISS), package was designed to

allow the modeler to concentrate his efforts on the unique algorithmic

aspects of the system, and release him from preparing the standard

repetitive elements of a simulation experiment of a distributed system

model. Such an approach reduces the time of the model design period and

of the amount of code required to prepare. At the same time this method

offers a broad range of organization options and performance measurement

features. A simulation experiment using DISS comprises two major sec-

tions when in execution, a) a modeler supplied set of processes and

operating parameters and b) the fixed background framework.

-3-



The user supplied material describes the network characteristics such

as configuration, operating conditions, node specifications and other

applicable details that are peculiar to this model. The concept of a

node is left to the modeler and can represent a simple control element

or a complete independent systen. The user supplies a process descrip-

tion of each unique type of node that is incorporated into the network.

The processes are the modular elements of the system. The process con-

tains all algorithmic descriptions of the tasks implemented by the node

including the initialization of communications with other elements of

the network. The user must also supply all the necessary parameters

required for the simulation runs, and the output options. The pro-

cesses that are prepared must contain the necessary interfaces to the

background framework in order to establish the simulation structures

required. These structures, based upon local nodal parameters, then

belong to the particular node.

The background framework has been developed to meet the general simu-

lation needs of a wide range of distributed system problems that can be

represented as directed graphs. From the network input information the

configuration and the nodal relationships are established. The nodes

are initiated by the background routines that supply the necessary simu-

lation structures required for the runs. These include the establish-

ment of the measurement facilities offerred by the programming language

and requested by the individual node as required.

-4-



In addition to the standard automatic statistics collecting features

of the language the user may call upon DISS routines that supply confi-

dence intervals and autocorrelation data for selected variables. The

package also contains a sophisticated tracing routine that permits a

detailed step by step reporting of system conditions as specified by the

modeler and is intended for debugging and verification purposes.

A more detailed and complete description of DISS appears in Appendix

A as a self contained report. This report was submitted and will appear

in the Proceedings of the Summer Computer Simulation Conference that is

to take place on July 19-21, 1932 in Denver, Colorado. Reference mater-

ial for the DISS package is found in Appendix A.
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Chapter III

CONCURRENCY CONTROL ALGORITHM

3.1 INTRODUCTION

A distributed multiple copy data base management system represents a

complex, highly sophisticated mechanism (Bern78, Bern79a, Bern79b,

Bern8Oa, BernBOb, Roth5O). The common denominator of all data base sys-

tems is that users enter queries in an attempt to retreive information

or to update the information maintained in the data base. If one is to

model a specific feature of a certain type of system, it is necessary to

analyze the systen to determine those features that are common to the

entire family of systems and the features that are unique to the parti-

cular system of interest. It is then sufficient to model only those

features that are peculiar to the system of interest and to ignore the

common operations. This chapter reviews those features of a distributed

multiple copy data base system, selects those features that are directly

involved with the concurrency control and finally presents the model for

the simulation of the algorithm.

3.2 A COMPLETE SYSTEM

A generalized data base systemn can be charazterizeJ by tne following

sequential operations that are carried out to meet the needs of the

user:

1. Arrival of queries
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2. translation of queries to determine the exat requirement of the

user

3. Determine the best location of the Jesirel lata and retrieve the

data. This may involve large sorting operations lepenling upon

tha lata base organization, the system architecture and the

nature of the query.

4. Compilation of the query comnanis to perform the required opera-

tions on the retrieved data.

5. Execution of these operations 3t the locations of the retrieved

data and then joining the partial results to form the final

results.

6. Presentation of these final results to the user, if requested.

7. Updating the iata base with the corrected data as requested.

If the data base is distribute] over several sites, has multiple

copies of the data base fragments, has multiple entry for queries and

has no central control but has a local, cooperating, autonomous control

for the execution of the queries at each site then the sequencing of the

execution of the queries in order to maintain the consistency of the

data base presents a serious problem. The basic requirement for global

data consistency remains. This development program has been involved in

the construction of a nodel of an algorithm that guarantees data base

consistency when the data base is distributed with redundent copies of



selected fragments of the data base. These algorithms are call Concur-

rency Control Algorithms. Recently, two 2omplete families of concur-

rency control algorithms, Two-Phase Locking (Mana9O), and Timestamp Ord-

ering (Thom79), have been reported (Bern9I).

This effort has 2oncerned itself with the Conservative Timestamp Ord-

erering algorithm associate] with the SDD-I program. In modeling such

an algorithm for the type of data base required, the question is how

much of the system operation is actually required to be modeled. Model-

ing an algorithm to determine its cost and efficiency can be interesting

only if the performance results of the model may be compared with those

of another competing algorithm running under similar conditions. The

cost of implementing an algorithm is therefore reduced to all system

delays that can be directly charged to the algorithm. In a data base

system this can be interpreted as meaning the cost of the communications

required by the algorithm and any additional delays determined by the

implementation of the algorithm. But most important, it means that the

cost of the data base oparations common to all systems, mentioned in

section 1 of this chapter may be ignorel.

3.3 SYSTEM MODEL

The system model designed permits the modeler complete freedom in leter-

mining the system topology an] the stru!turi of the data base. The

model as designed contains a system of 10 nodes, made up of five TMs and

five DMs. The Data base is struztured with 11 fragments randomly spread

over the five D!4s with a maximum of seven fragments at a single node.

This prits for considerable replication of the fragments. Five tran-



saction classes are defined executing P1, P2 and P3. The five classes

each have an allowable read-set and write-set consisting of selected

fragments, in keeping with the conflicting class concept. When new

transactions arrive at a class, each selects a random number of read and

write fragments, up to the maximum number assigned to that class and

then randomly selects the particular fragments. No duplications within

a set are possible.

The transactions execute all of the possible communications as

required by the SDD-i system algorithm and these time delays are charged

as part of the SDD-1 cost. Table 1 represents the message pattern of

the system.

+---------------------------------------------------------------------------------------------4

TABLE 1

System Messages

Msg. From To Purpose

1 TM Read DMs READ
2 Read DMs TM READ Complete
3 TM Read DMs EXECUTE
4 Read DMs FINAL DM Partial Results
5 FINAL DM TM EXECUTE Complete
6 TM FINAL DM Start UPDATE Distribution
7 FINAL DM UPDATE DM UPDATE Distribution
8 Update DM FINAL DM Secure Memory Update Complete
9 FINAL DM T4 Phase I Update Complete

10 TM WRITE DMs Phase II Write
11 TM DM Periodic NULLWRITE
12 DM TM Request for NULLWRITE
13 TM DM NULLWRITE in response to req.
14 Read DM TM READ Rejected

+---------------------------------------------------------------------------------------------4

-9-,
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3.4 MODEL FOR THE SDD-1 CONCURRENCY CONTROL ALGORITHM

The model designed for the SDD-1 Concurrency Control Algorithm is based

upon the use of the DISS package described in the previous chapter. In

keeping with the DISS discipline three processes were designed, an Exe-

cution Manager (EM), a Transaction Manager (TM), and a Data Manager

(DM). The TM and D14 processes are fashioned after the suggested process

design of the DISS package. As described in the DISS report in the

Appendix, a nodal process is characterized by the External Alert Func-

tions, the Internal Alert Functions and by the Termination Function exe-

cuted by the process.

3.4.1 TM

The generalized T1 Process executes the following functions:

3.4.1.1 External Alert Functions:

1. Read Complete msg. no. 2

2. Transaction Rejection msg. no. 14

3. End of Execution msg. no. 5

4. End of Update Distribution msg. no. 9

5. Request for a Nullwrite msg. no. 12

- 10 -



3.4.1.2 Internal Alert Functions:

1. End of Message Transmission

2. Send Periodic Nullwrite mnsg. no. 11

3. Arrival of New Transaction

3.4.1.3 Termination Alert Function

3.4.2 DM

The generalized D4 Process executes the following Functions:

3.4.2.1 External Alert Functions:

1. Arrival of Nullwrite msg. no. 13

2. Arrival of Write mss. no. 10

3. Arrival of Read msg. no. 1

Functions 1, 2, and 3 share in the use of the SCAN procedure.

The three functions and SCAN implement the Concurrency Control

Algorithm.

4. Execute msg. no. 3

5. Partial Results Arr. Final DN msg. no. 4

6. Start Distribution msg. no. 6

7. Phase I Update msg. no. 7

- 11 -



8. End of Phase 1 Update msg. no. 8

3.4.2.2 Internal Alert Functions:

1. End of Message Transmission

2. End of Access to Data Base

3. Timeout Request for Nllwrite

3.4.2.3 Termination Alert Function

3.4.3 EM

The Execution Manager process is designed to execute its required func-

tions in a sequential manner so as to manage the complete experiment

from start to finish. The following is a list of these functions:

1. Initialization and file control

2. Network Establishment

3. Network Topology printout

4. Experiment Control Parameter input

5. Data Base Definition

6. Node Establishment

~- 12 -



7. Sim~uation Control

8. Schedule of Termiination Function for all nodes

9. Log Printout

13. Release structures

11. End

-13-



Chapter IV

THE CONCURRENCY MONITOR

The order of azcepting and processing requests for Data Access (DA) at

any DM is assumed not to violate the rules mentioned in the SDD-1 refer-

ences. A scheduling mechanism at each DM, called the Concurrency Moni-

tor, is responsible for this ordering.

4.1 STRUCTURES USED BY THE CONCURRENCY MONITOR

In the SDD-1 system e3ch READ Tnessage carries, among other things, a

list of conflicting classes . The simulated moiel uses 3 global matrix

to store conflicting classes instead of sending them with the read nes-

sage. Each DM maintains a Concurrency Table (CT) ranked by class num-

ber. As can be seen from the Table 2, The CT contains two columns. The

first columnn stores the timest3mp of the iost recently processed WRITE

request. The second column stores the timestamp of the most recently

processed NULLWdRITE message.

For each class I, a queue for messages called Concurrency Monitor

Queue of I, CMQ(I), and a s-at for uinet read conditions called Con-

flicting Classes Read Coditions (CC.RC(T)) are created at each DM. Upon

arrival, WRITE messages, NULLWRITE messages, anl accepted REkD messages

are filed last in the corresponJing C4Q. Messages are renovel from the

CMQs only at the no-nent they can 3cess the local data base. The first

1 Submitted to the Jata 3cess queue but not necessarily completel.

- 14
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TABLE ?

Concurrency Table

Timestamp of Timestanp of
most recently nost recently

processed processed
Class WRITE NULLWRITE

1 34527 3463?
2 33674 33935

4.--------------------------------------------------------------------------------------------

member in ea-h CMQ is called Imnmediately Pending (IP). If the IP mes-

sage in CMQ(I) is a READ with sovne unsatisfied reaJ conJitior.s, then,

for each unmet real condition, a member identifying the class for which

the condition is not net, is filed in the set of CC.RC(I). A member is

removed from CC.RC(I) when the class it points too, fulfills the read

conlition.

Access to thi local database is through the Data Access (DA) queue

which is a simple fifo q1ieu3.

4.1.1 Concurrency Monitor Priorities

Concurrency Monitor requests for dat3 access is nale at th? DM by a low-

priority-first mechanism. Each IP message is given a PR number which

defines it's priority. Th! PR of a WRITE or a NULLWITE is simply it's

TS. For establishin3 the priority of an IP REkD message, three cases

are considered:

- 15-



1. If all read conditions for the READ are -met, PR is the read tim-

stamp TSR.

2. Not all read conditions are met and no WRITE or NULLWRITE message

is pending in the CM of any conflicting class wnich doesn't meet

the read condition. In that case PR is also the TSR associated

with the message.

3. Not all read conditions are iet and at least one conflicting

class with unmet read condition has a WRITE or NULLWRITE pending

in it's CMQ. In this case the PR is the lowest TS among the

WRITES or NULLWRITES penJ.,g in the C14Q's of the conflicting

classes with unsatisfied read conditions.

Scheduling is done by lowest priority first except for one case which

will be discussed below.

4.2 ARRIVAL OF A READ

An arriving READ massage is first checked to see if it is immediately

rejectable. A READ must be rejected only if a WRITE from a conflicting

class with TS greater then the read timestamp TSR was already processed.

The information in the CT is used for this check. In case of a rejec-

tion, a READ REJECTED message is sent to the supervising TM. The TM

retries the Transaction READ operation up to 10 times before abandoning

the Transaction. If READs are distributed among several DMs, those

READs that are not -ejected must be cancelled. The TM assigns a new TS

for each new retry until the cause of th2 rejection is eliminated. An

-16-



accepted READ is filed last in the corresponding CMQ and if it is IP,

read conditions are checked, PR is calculated and a SCAN procedure,

dicussed later in this section, is called.

4.3 ARRIVAL OF A WRITE

WRITE messages are never rejected. A new WRITE from class I called

Wi(I) has just ARRIVED. If no other WRITE or NULLWRITE precedes Wi(I)

in CMQ(I) then the read condition and the PR for each IP READ with class

I as an unsatisfied read condition is checked. Assume that I is in J'3

set of conflicting classes and there is an IP READ called Rj(J) in

CMQ(J). The PR of Rj(J) is PRj and it's TSR is TSRj. The TS of Wi(I)

is TSI. Three cases are considered:

I. TSi < PRj. The new WRITE has a lower timestamp than the one that

previously determined, PRj. PRj is set to TSi and the read con-

ditions are not changed.

2. PRj < TSi < TSRj . No correction is needed. Wi(I) does not ful-

fill the read condition of Rj(J) and TSi is not the lowest times-

tamp in the unsatisfied read conditions of Rj(J).

3. TSRj < TSi . Wi(1) satisfies the condition of Rj(J). The member

specifying I as an unmet condition is removed from CC.RC(J).

If a modification is made to any IP READ or if Wi(I) is IP in CM (1),

the SCAN procedure is be called.

- 17 -



4.4 ARRIVAL OF A NULLWRITE

Since more then one NULLWRITE can carry the s-me timestamp, new NULL-

WRITES are ignored if a NULLWRITE with the same timestamp already exists

or was processed. Otherwise,the same proceJure as for a new WRITE, is

performed for the new NULLWRITE.

4.5 SCANING THE IP MESSAGES

Whenever a change is male to an IP message, the SCkN procedure is

called. SCAN is responsible for transferring Dk requests from the CMQs

of a particular D4 to the DA's DN queue. The transfer is made as soon as

possible and without indefinitly postponing any request (Bern3Ob).

As a first step, IP messages at the DM are scanned for the minimum

priority, MIN.PR. No two IP WRITES or two IP NULLWRITES or IP WRITE and

IP NULLWRITE can have the sane PR. This is true because their PRs are

equal to their TSs and messages from different classes can not have the

same TS (a WRITE anJ a NULLWRITE from the same class can have the same

TS but can't be both IP). The problem is that there can be a single IP

WRITE or IP NULLWRITE and one or more IP READs, all having the same

MIN.PR. This situation can occur when for all thos? REkDs the WRITE (or

NULLWRITE) is the unsatisfied read condition with the lowest timestamp.

If this is the case, the WRITE (or NULLWRITE) is taken as the MIN.PR.

When more than one message has the same MIN.PR, but all of them are IP

READs, one of them is taken as the MIN.PR.

A simple low priority first mechanism his some potential deadlocks.

One of the potential JeaJlo~ks is discussed in (Mclegl). As -n example

-18



of a situation that can cause that kind of deallock, consider a system

with two classes, I and J. I is in conflict with J ani J is in conflict

with I. There are only two transactions in the system, i in I and j in

J. Each transaction sends it's READ to a different D4 and waits there

for the other class to satisfy the read conJition. Since no transaction

can process and no DM can Jetect the deadlock, this deadlock can't be

broken unless NULLWRITES are sent. In the simulated algorithm a READ

that has reached the point of MIN.PR and can not fulfill all of it's

read conditions for a timeout period causes the request of a NULLWRITE

message for each unmet read condition.

A seconi potential deadlock is described in (Bern90b) It arises in

the above situation when the READs arrive at the same DM. It can easily

be seen that no special action must be taken in aJition to NULLWRITE

request. The deadlock breaking Jesaribel in (Barn39b) is not needed and

will not help solve the problemn in the systen considered here.

---------------------------------------------------------------------------------------------

class class class
J I K

readaet

writeset

Figure 1: Conflict Graph 

---------------------------------------------------------------------------------------------
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The thirJ type of deallonk 32tuaily o~cureJ in the model discussed

here. As an examnple consider a system 4ith three classes of transac-

tions, 1, J 3nJ K. The conflict graphi nausel by their real and write

sets is show in Figure 1. As can be sebn from this traph, class J runs

PI against class I and class._s I ini K runi P3 against each other. Only

two transactions exist in the system, i in I ani j in J. Their times-

tamp order is TSj > TSRj > TSi =TSRi . The reai messages, Ri and Rj,

are sent to the same DM. Rj arrives first and requests a NULLWRTTE from

TMi (the TM supervising class I). As Ri arrives it becomes the MIN.PR

(PRi = TSi) and requests a NULLURITE from TMc. Meanwhile the NULLWRITE

message from T'.7i arrives carrying a timestamp which is equal to TSi. Ri

and Rj have the sane priority. Assu'me Rj is selected to be the MIN.PR

mess3ge. Rj will remain as the MIN.PR until the T'i NULLURITE will be

processed. The T4i NULLWRITE cannot be processed until Ri will be pro-

cessed and Ri cannot be processed because it is not the MrN.PR message.

A deadlock situation exists.

The next example of the thiri type of deallock is more general. Let

class I be in the set of confLicting classes of J, so J mist perform P1

against I. Three transactions ire considered, i and i' in class I and j

in J. Their timestamp order is TSi < Tsj < TSi' and for simplicity

assume that for each one of them TSR = TS. Assume th-t i arrived first

in the system ani it's RL (re3l message) found an idling D14. Clearly i

can accomplish it's reai 3ni execution phases. Meanwhile, j enters the

system and it's Rj reaches some DA, say DMk. Rj can not be processed

because it's read condition I is not satisfied. Transaction i' presents

itself at TM(T) before i has finisheJ its execution phase. If Ri'

- 20 -



doesn't conflict with Wi, TM(1) can send Ri' without waiting for the

completion of i. Assune that Ri' is sent to DM.. Ri' is IP and has

no read condition to neet, so, it could have read but it is not the

MIN.PR message at DMk. Tnerefore Ri' will wait until Rj will be removed

from the CM. Transaction i now sends Wi to DM< where Wi is filed after

Ri' in CMQ(I). As a result, the priority PRj of Rj is lowered to TSi so

Rj still has the MIN.PR. After a timeout period Rj will request a NULL-

WRITE from TM(I). The latest timestamp this NULLWRITE can carry back is

TSi' which is large enough to satisfy the read condition of Rj'. Unfor-

tunately Wi is still pending in the CM4(I) and filing the NULLWRITE

after Wi will not do any good. On the other hand, moving it to the head

of CMQ(1) as suggestsd in (Bern3Ob) will violate the write pipelining

rule, therefore it is forbidden.

To avoid this kini of deadlock, one -nore scheduling rule is needed:

If the IP message with the minimza priority MIN.PR is a READ (Rj) whose

lowest priority unsatisfied read condition is a message from class I,

Mi, with TSi, then, Mi is noved to the heal of CMQ(I), and processed

immediately. According to the rules for calculating the PR of a READ,

Mi can be a WRITE or a NULLWRITE but not a READ message. Clearly Mi is

not IP since it's priority is equal to the MIN.PR but it was not

selected as the MIN.PR message. It is also easily seen that only READs

can be ahead of Mi in C1Q(I). A WRITE (or NULLWRITE) preceding Mi in

CMQ(I) must have a lower PR contradicting the choice of Mi as the lowest

priority unsatisfied read condition. If Mi is a NULLWRITE, processing

it before it's preceding READs ill not effect those READs because Mi

will not make any zhange in the data base files. If Mi is a WRITE, the
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READs preceding it belong to transactions that will write after Mi,

therefore they :ust have later timestamps. Those READs would not have

been released from TM(I) unless they didn't conflict with i's WRITE mes-

sage Mi. So, processing Mi first will not change data items needed for

those READs.

Accompanied by the previous rule the correctness of the lowest-

priority-first scheduler can be shown. Let H be the -message with the

lowest priority. If H is a NULLWRITE it can be processed immediately.

NULLWRITEs are not held by READs and must obey only the write pipelining

rule. If H is a WRITE it will be held only by an IP READ with a read

condition that has a timestamp smaller than M, contradicting the choice

of H. Therefore the WRITE can be immediately processed (Bern3Ob). If M

is a READ, three situ3tions nust be chocked:

I. All read conditions are met: The READ can immediately be pro-

cessed.

2. Not all read conditions are met and there exists a pending mes-

sage called Mi which is M's unmet read condition with the lowest

timestamp. This is the situation in which the extra rule is

invoked and Mi will be passed to the head of CMQ(I) and become

the MIN.PR.

3. Not all read conditions are met but nzo pending WRITE or NULLWRITE

exist in any Ct4 of any unmet real condition. For each unmet

read condition a WRITE or NULLWRITE will eventually arrive.

Assume Mi arrived. If I is the last unmet read condition in M
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and Mi satisfies this condition, case 1 exists. If Hi satisfies

I's condition liut '4 still has other unmet read c3nditions, this

case remains. If it does not satisfy I's real condition case two

exists. Since there are only a finite nunber of timestamps smal-

ler than TSR of M, eventually case one will exists.

After each pass of SCAN, a message is chosen. This message is called

M. M can be a READ, WRITE or NULLWRITE anJ for each type different

actions are taken.

1. N is a WRITE: '1 can be immeliately transferred from the CMQ to

the DA queue. In aidition the following operations are per-

formed .

a) The TS of M must replace the most recently processed WRITE

timestamp stored in the Concurrenc y Table (CT) in the row cor-

responling to M's class.

b) For each IP READ which M is it's lowest priority unsatisfied

read conditions, recalculate the PR and check the real condi-

tions after removing M from it's CMQ.

c) If after removing M from it's C'4Q the IP message in that CMQ

is a READ, calculate the PR and set the read conditions for

that READ.

2. M is a NULLWRITE: The NULLWRITE is treated as a WRITE with two

exceptions. First, the NULLWRITE is destroyd after being removed
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from the CMQ since it ,Josn't access the lata. Second, it's TS is

stored in the .7ost recently processed NULLWRITE column in the CT.

3. M is a READ* if not all real conditions for M are satisfied M

will remain in the C.1Q anJ the scheJuler will wait for further

information. Otherwise, the READ can access the iat3. It will be

removed fron the CM4 and filed in the DA quau-. In addition, if

the IP message, after removing M from the Ct1Q, is a READ, it's PR

is calculated and it's read conditions are set.

If any modification w3s male during the SCAN pass, anoth.r pass of SCAN

is called.

The DA quaue is a FIFO quau . aith i single server. The average tine

needed for one access is an internal paraneter at each DM and it can be

fixed through the input information of the D4. Access time is exponen-

tially distributed arounl this average. When a READ message ends data

access, a READ-ENDED nessage is sent to the supervising TM. If a WRITE

ends its data access a check is male to see if this is the last WRITE

message for the transaction, and if so. the transaction is destroyed.

A block diagram describing the SCAN procedure is given in Appen-

dix(B).
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Chapter V

PERFORMANCE MEASUREMENTS

The model developed for the SDD-1 Concurrency Control Algorithm charges

time delays in the simulation model to the following operations:

1. Time lost due to queuein3 for execution at arrival.

2. Message transmission time (when messages are sent in parallel,

the longest time interval is considered).

3. Queueing time in the Concurrency Monitor while a Real or write

request is waiting to be released for data access.

No additional overheaJ or operational time charges are male in the for-

mation of the response time of a Transaction.

The performance measurements are to be presented as a series of

graphs individually representing behaviour of Transactions running under

P1, P2 and P3 respectively. The behaviour of each protocol type is

again separated over a series of Transaction Interarrival Time graphs.

The arrival rates are chosen to lemonstrate the system response at the

limits of a lightly loaJed system, a near saturated system and a set of

mid-range arrival rates. The variables measured are

1. Transaction Response Time - the time interval beginning with the

transaction arrival time and terminating when the TM sends the
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write message to the DM. It is assunel that 311 transaction read

and write.

2. The number of Transaction rejections. (Rejections are retried 10

times and are then retracted from the system).

3. Queueing time in the Concurrency Monitor - when a read or write

request is waiting to be released for data access. (When parallel

efforts are made, the longest queueing time is used).

These variables are plotted as a function of the delta-reai-time used to

form the Read Timestamp for the P1 and P2 type transactions. Delta

ranges from 9.01 tj 1.6 of the interval between this timestamp and the

timestamp of the previous transaction of that class. Each graph con-

tains a family of curves where the curve parameter is the NULLWRITE

timeout interval.

Due to insufficient time to complete the measurements of the model as

described in this report, a set of measurements similar to those des-

cribed above but relating to a simplified model as presented here. The

simplification of the masured model lies is the assumptions male for

the data base. In the s.iple data base there are no fragments. The

data base as a unit is replicate] at each D4. Such a configured data

base then reduces the number of messages sent. In addition the simple

model has no facilities to retry transactions that were rejected during

the attempt to real. Such transactions are abandoned in the simple

model. All other rules for the implementation of the transaction

classes, protocols, ani the concurrency control algorithm are the same.
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Appendix C contains two sample printouts of short simulation runs of

the simplified model. The first set of output data represents a run

made for the collection of statistics and so co.tains no additional

tables. The second run was made to illustrate the trazing capability of

the DISS package, the Transaction Completion Table and the DM LOG as

prepared by the SDD-I algorithm processes.

2T
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Chapter VI

PERFORMANCE EVALUATION

This chapter presents the performance measure.nents made on the SDD-1

model representing the simplified system and thus the simplified data

base.

The simulated DB is a collection of replicated logical fragments.

Four classes -f transactions, denoted as class #I1 through 14, are

defined. Class detinitions and the corresponding conflict graph are

presented in Figure 2. As can be seen from the conflict graph, classes

1 and 4 have no conflicting classes. Class 2 must p-orform P2 against

classes I and 3, and class 3 runs P3 against class 4.

The network on which this D3 is implemented, is composed of two cen-

ters with three nodes in each one of them. Figure 3 shows the network

topology. The number inside each node is the node ID number, and the

number on every communiction line is the delay, in milliseconds, intro-

duced by the line when a message is sent through it. As can be seen,

the communication between nodes from different centers is twenty times

more expensive than the commuiication within the center. Nodes 1

through 4 are TMs suparvising the corresponling classes. Nodes 5 and 6

are DMs.

The eff.cts of three parameters on the system performance is des-

cribed. The first parameter, called Delta, is the portion of the
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'permitted range' subtracteJ from the transaction timestamps to create

the read timestamps. The second parameter is the interarrival time,

IAT, of new transactions at the TMs. And the third is the timeout inter-

val, TO, invoked before requesting or sending a NULLWRITE. The system

performance is characterized by the average Response Time, the average

time spent by READ requests at the CMQs (Real CMQ Time), the propor-

tional number of rejected transactions, and the average number of mes-

sages sent per transaction. The simulation results are summerized in

the following graphs. All time units ire in milliseconds.

Graphs 1 through 7 describes the average response time as a function

of Delta, for different classes at different timeout values, TO, for

different intErarrival times, TIT. These graphs show a variation of

the response time of class 3 as 3 function of Delta. Class 3 runs P3

therefore it is not directly influenced by the value of Delta. The var-

iation in response time show3 the depenJency between classes in this

system. The host sensitive class, as can be seen from these graphs, is

class ?. Therefore the remainler of this chapter will concentrate on

this class.

Graphs 1,9 and 10 present the average REMD CMQ time of transactions

from class 2 as a function of Delta. The TO 3nd IAT are similar to

those in graphs 5,5 and 7. Comparing the response time with the reaJ

CMQ time shows a similar behaviour when the system is not loaJed (large

delta). When the loaJ increases and the response time climbes very

rapidly, the read CMQ time tends to stabilize on a value almost inJepen-

dent of the TAT. This value indicates an approximate aaximn rate,

under a given TO, at which the D'4 can hanJlc data access requests.
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A trade off can be seen by 2onparing the response tine behaviour

(graphs 5,6,7) an. th alount of transaction rejections (graphs

11,12,13) as a function :)f Delta. Increasing Delta, improves the res-

ponse time but increases the nunber of rejections. A compromise will be

found. In the given example, a Delta -of 0.2 - 0.3 seens to be the best

choice.

The response time, tha read CMQ time and the number of rejections,

are improved as TO is Jecreased. On the other hanJ, the nunber of mes-

sages sent per transaction, increases as TO gets smaller (graphs

14,15,15). In 3 system 4here the conmunication lines are used not only

for the DDBMS, and the lines are loaded, increasing the number of mes-

sages is not desirable. Graphs 14,15 and 16 indicates that for this

system, the number of messages increases very sharply for TO below 70

miliseconds. Taking into acount 311 these effects, the measured system

is expected to give good results using Delta: 3.? _ 0.3 , and TO= 70 -

100 miliseconds.
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Chapter VII

CONCLUSIONS AND RECOMMENDATIONS

The preliminary performance measurements presented in this report are a

strong indication of the value, flexibility ani power of full system

simulation using a noJular simulation tool. In effect, this report cov-

ers two interrelated areas of aztivity. The DISS package proved to be a

very flexible tool and proved itself by the relative ease with which the

simplified model was modified to the full fragmented data base model.

The curtailment of the program did not p-rmit the proper completion of

the intended go3ls of the development effort as originally intended. It

is suggested that an effort be naie to prepare the necessary Jozumenta-

tion of the two programming sections. The DISS package, as a general-

ized simulation aid, is intended for use for any distributed system

simulation.

The simulation program of the SDD-1 ilgorithem, prepared to run with

the DISS package, should be docunentel as well as this is but a research

tool for further development of the algorithm. In addition, a 2ompeting

algorithm, suih as some version of the two phase locking scheme, should

be implemented in the sane simulation environment so that an objective

comparison of the efficiency and costs of the different schemes may be

made.
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Appendix A

THE DISS METHOD OF DISTRIBUTED SYSTEM SIMULATION

Miron Livny ani Myron Melman

Department of Applied Mathematics

The Weizmann Institute of Science

Rehovoth, Israel

A.1 ABSTRACT

The growing activity in the area of complex distributed systems has

introduced the need for simulation aids that enhance the modeling time

of these systems. A simulation modeling tool based upon the Process

concept of SIMSCRIPT 11.5 and addressing itself to Fully Distributed

Processing systems is presented here. The pakage is based upon the

principles of loosely coupled nodes displaying a cooperative autonomy in

their internodal relationship. The two levels of modularity used offers

flexibility and extensibility of the models. A modeling procedure and

example are presented.
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A.2 1. INTRODUCTION

Fully 2 distributed processing systems are a growing phenomenon. Their

size, complexity and cost are continuously on the increase. The advisa-

bility to construct such a system without having it undergo a complete

simulation is reduced as the system complexity grows. The need for

simulation aids that particularly address the needs of such systems is

very current. This paper iescribes a software package that was devel-

oped for the express needs of simulating distributed processing systems.

DISS, Distributed Systen Simulator, w3S designed to support and comple-

ment the modelers efforts to simulate multiple node, loosely coupled

networks that can be depicted as directed graphs of arbitrary topology.

4odularity an] extensibility are the -major advantages of fully dis-

tributed systems. A performance study of such a system will undoubtedly

include an anlysis of the impact of topological changes and replacements

of components on the performance of the system. Therefore it is desired

that a simulation model of such a system will also be modular and exten-

sible. An attempt was made in this package to permit the modeler full

independence in the choice of the algorithmic description of the system,

while using modular structures to build the model. DISS was written in

the SIMSCRIPT 11.5 programming language (1). Previous efforts to design

simulation models of distributed systems have resulted in major projects

and their successful, non-modular organization aJe modifications diffi-

cult and their use for near-like noels impossible (2),(3). The latter

model had network topology flexibility and the nodes represented pdp-11

2 This research w~s supported by the United States Air Force, Air Force

Office of Scientific Research under Grant No. AFO3R 81/0147.
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systems with parametric flexibility. But the attempt to replace the CPU

meant to redesign the entire model. Other simulation programs and pack-

ages have been designed for the express purpose of simulating co.nunica-

tions protocols (4),(5).

The underlying motivations qnd principles of the type of system

organization with which the pa3ckage is intended to be used are reviewed

below, and the content and services supplied by the package routines are

discussed. The services provide a cohesive set of functions that are

common to such distributed systems displaying decentralized control (6).

This package capability enables the modeler to concentrate on the use of

a highly modular method of algorithmic descriptions which contain the

linkages to the services supplied by the DISS package. The package con-

siders the node as the building block of the model. The specific archi-

tecture suggested for the node is based upon an implementation of a uni-

que 'WAIT UNTIL' type of statement used when alerting nodal members of a

model. The organization of the 'WAIT UNTIL' strongly suggests a

'PROCESS' type of architecture for the node (7). This style is particu-

larly convenient in handling loosely coupled nodes that can accommodate

multiple resources and concurrent timing delays.

Section 2 of the paper describes the background experience that moti-

vated the preparation of the package. The overall stru:ture of DISS is

presented in Section 3, and some of the critical design features of a

model are discussed in section 4. The suggested architecture of the

node process is presented in section 5. A description of a complete

simulation study of a system is described in section 5 and the implemen-
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tation of the modeling procedure on a sample nodel is presented in sec-

tion 7. The experience of the authors ail the Jirection for future

developnent is discusseJ in the conclusions of section 3.

A.3 2. MOTIVATION FOR PACKAGE DESIGN

The organization of DISS has been strongly influenced, if not guided, by

the modeling and simulation experience of the authors and by the simul-

taneous formulation by Enslow of the definitions of Distributed Process-

ing Systems (6). The simulation studies mentioned above were of distri-

buted processing systems , but their rigid, non-modular design made the

models useful only for their single intended experiment. It became

clear that these models had many common operating characteristics, yet,

it was impossible to share sections of one model with sections of

another model. The models were of distributed computers Ind of computer

networks. As such they are Jepictable as directed graphs. These dis-

tributed system models, without a centralized controller, allowed com-

plete autonomy to each node, such as to accept or reject tasks, and

there were global directories so that the task in the node did not see

the entire system.

The explicit features of such distributed systems have been aptly

detailed by Enslow as Fully Distributed Processing Systems, (FDPS), dis-

tinguishing characteristics (3); the multiplicity of system resources,

the interconnection of the nodes, the commonality of nodal controls,

transparency of the system to the task and the autonomy of the node. Of

these, the most distinguishing attribute was singled out as the "cooper-

ative autonomy" of the node. It wis realized that the models developed
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were functionally abiding by these characteristics but the total lack of

modularity made the models rigid and inflexible. A new approach was

sought that would encompass the desired system functioning characteris-

tics while at the same time permit a simplification of the modeling

procedure and allow a greater degree of flexibility in the implementa-

tion. It is the belief of the authors that the DISS package presented

in this paper meets these aspirations.

The coupling structure between nodes is critical in FDP Systems and

is reflected in the design of all nodal elements. Distributed systems

are characterized by the autonomy of their elements. The elements of

the system are interconnected by a communications network through which

they exchange information. The means by which the communication system

transfers data, both physically and logically, should not violate the

autonomy of the system elements. Therefore a gully jistributed system

has to be both physically and logically loosely coupled. The physical

transfer of data, the physical coupling, has to be performed via a

shared 'mail box' that is not an integral part of the system elements.

In a jistributed computer system the 'mail box' should be an on-line

Input/Output device but not the primary memory of a computer. The

autonomy of an element prohibits any external access to its internal

storage components. It is the Juty of the logic associated with the

transfer mechanism, the logical coupling, to determine what has to be

done with the Jata stored in the 'mail box'. It is the receiving ele-

ment that decides, according to a well-defined two-party cooperative

protocol, whether to accept the data or not. The development of DISS

was guided by the idea that the 'loose physical coupling' of the distri-
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buted system should be reflected in the structure of the model that is

supported by DISS, and that the modeler should be provided with means

that will enable him to model loosely coupled logic.

The basic and underlying assumptions in the development of DISS is

that all such FDP Systems can be mapped into directed graphs. The mode-

ler is left with the task of formulating his distributed system into a

set of unique discrete nodes. At the outset of the experiment, when

establishing the network in preparation f-r simulation the nodes are

placed in their relative positions in the graph and are interconnected

by the arcs. The mechanism used for transfering information along the

arcs enable the node to maintain its physical and logical autonomy. The

mapping conforms to the topology selected by the modeler.

A.4 3. THE STRUCTURE OF DISS

The package has been organized as a set of subroutines that are called

by the model at various stages of the simulation experiment, to perform

those operations that are common to all FDP Systems. The DISS routines

are general in nature but they clearly address themselves to systems

being modeled that display the above mentioned characteristics. The

routines are grouped into activity areas that are shown in Fig. 1. Each

node of the system model is capable of supporting any number of pri-

vately managed or shared resources and is connected by means of arcs to

its neighbor nodes. These arcs carry the internodal communications for

the systen. The node of the network Is designed to have its own control

rules, and is leterminel by the system requirements. Each node of the

system may be unique or all nodes may be identical. However, there may
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be certain overall system control rules that are common to all nodes.

System transparency and element autonomy are the powarful levers of con-

trol that the model imparts to the node. The degree of this control and

the style of its implementation is left to the modeler. DISS gives the

modeler the impression that he is using a language that is in both the

functions and data structures it provides one level higher than SIM-

SCRIPT 11.5. All these structures and functions, however, are obtained

by the use of SIMSCRIPT 11.5 statements.

SYSTEM ESTABLISHMENT

STATE VARIABLES

EXPERIMENT CONTROL

LOCAL STRUCTURE ALLOCATION

TIMING

NODE COUPLING

REPORT GENERATION

DEBUGGING AIDS

STATISTICAL ANALYSIS

Figure I Activity Areas of DISS
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As a result of familiarization with DISS, the modeler should have an

understanding of the characteristics of FDPS, those services provided by

the package ani therefore a picture of how and wien these services are

called for from within the model. This then leaves the modeler to con-

centrate on the needs of the particular system to be modeled and to

design the unique instances of network nodes. Therefore the amount of

code that the modeler need prepare and debug is reduced.

A.5 4. NODAL COUPLING

DISS regards the node of the model as a physical and logical autonomous

element. In order to enable the exchange of data between two nodes DISS

provides means for the physical coupling of the nodes that can be cont-

rolled by the logic of the nodes, the protocol. In the directed-graph

representation of the model the arcs of the graph represent the physical

coupling between two nodes. A directed arc that goes from one node, the

source, to another, the target, represents the ability of the source to

transfer information to the target. In a discrete event model the

transfer of data from one node to another is associated with a zhange in

the state of the source. The information transferred describes a change

in state like 'start', 'end of message transfer', 'task arrival',

'buffer full', 'server not busy' etc.

DISS implements each arc as a group of variables, an entity, that can

be considered as a 'mail box' into which the source writes and from

which the target reads. The arc consists of a standard set of variables

and the modeler can increase the number of variables according to the

requirements of his model. DISS considers two types of information

transfers, active transfer and passive transfer.
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A.5.1 Active Transfer

When an active transfer of information takes place the data is stored in

the 'mail box' and an attempt is maJe to ALERT the target node. The

change in the state of the source is considered an External Event for

the target. The target might be waiting for this event and therefore

has to be alerted as the event takes place. The data stored in the

'mail box' describes the change in the state of the source. Each node is

provided with means by which it can dynamically enable and disable

alerts of selected External Events. If the event that caused the active

transfer was masked by the target node the alert will be penJed so that

when the task is removed the target node ill be alerted. The masking

mechanism thus ensures the logical autonomy of the nodes. One node can

not force another node to do anything ulless the node wants to cooper-

ate. The active transfer of data is carried out by the ALERT routine

that receives the description of the event via parameters. The data

structures associated with the transfer are established by the DISS

routines at network establishment.

A.5.2 Passive Transfer

A node may be interested in making certain state variables visible to

another node while changes in these variables will not cause an External

Event. In such cases a change in one of the state variables that des-

cribe these aspects will cause a passive transfer of data. The trans-

ferred data is placed in the 'ail box' by the source node. The varia-

bles used by the passive transfer are called the INTER NODAL STATE

VARIABLES of the arc. Each incoming or outgoing arc is considered as a
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port of the node. The Jata is sent 3nJ receiveJ according to port num-

bers. Each input port can be assigned a priority so that the Jata

transfer activity can utilize priority sche-nes.

The nodal coupling of DISS does not rely on any structural dependency

between the source and target nodes. The source node can transfer data

without knowing anything about the structure of the target. Thus any two

nodes that follow the sxne protocol can exchange information along an

arc.

A.6 5. THE PROCESS

DISS considers a SIMSCRIPT PROCESS as the unit of noJal activity for the

model. There may be a single Process type for all nodes or there iay be

a unique Process type for every node. In all conbinations of Processes,

they must all contain common structural and interfacing statements that

link them to DISS. To control the experiment the modeler need prepare a

special Process, called Executive Manager, (E:4), that manages the

sequencing of the complete experiment. Fig. 2 is a block Jiagram of a

typical Process organized to operate with DISS. The structure is capa-

ble of maintaining the listinguishing characteristics of a Fully Distri-

buted Processing Systen. The focal point of the organization is the

loop structure that is controlled by the "WAIT FOR kLERT" function.

This represents a jeneralized "WAIT UVTIL" implementation and is the key

to the Process operation (9).

The "WAIT FOR ALERT" function of DISS enables the Process to enter a

passive state until one of a number of events will take place. The
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"WAIT FOR ALERT" mechanism is eqiivalent to a generalizel "WAIT UNTIL"

with a conJition that is a logical concatenation of the External Events

of the nole ani of the internally scheluleJ noJal delays. The nechanisn

transfers the imperative sohedulin% of SIrSCRIPT into an interrogative

scheduling mechanism. The interrogative schaluling of DISS is the fou,-

dation of the autonomy of the noie.

IPRoCESS INITIALIZATION

I WAIT FOALER

PROCESS
MANAGER

EXTERNAL I NTERN'AL
ALERT ALERT
MANAGER [MANAGERI,--

EVENT EVENT TEMNi'~
FUNCTION FUNCTION COMIT iOL
MANAGEMENT MANAGEMENT C0NTRCL

PROCESS
CONTROL

OPERATIONS

Figure ? Typical Process Structure



The Process is activateJ by DISS and is permitted to execute its ini-

tialization period. During this operation the Process uses DISS to

establish the local structures that will be useJ during the experiment

and to obtain from the nodeler any personalizing characteristics

required by the node. Simulation may not begin until all Processes have

been initialized so it is convenient to have the Process suspend at the

end of this interval. The "WATT FOR ALERT" function serves this purpose

at this time.

As mentioned in the last section, the coupling mechanism has the

capability of alerting a Process when implementing an External Event.

The Process, as shown, is structured to receive three types of alerts;

External, Internal and termination. The External alerts are invoked by

neighbor nodes that communicate over the interconnecting arcs and repre-

sent the termination of message trans:nission to this node. Internal

alerts are terminations of tine delays that have been scheduled by this

Process while the termination alert is scheduled for all Processes by

the EM at the instance of the end of simulation time.

At the entry to the 'Wait For Alert' state from either the initiali-

zation path or from the iterative loop path, the Process logic invokes a

check for the presence of a pending alert. DISS provides the means for

automatically testing for the presence of such an alert, in which case

the Process continues to execute, or for the absence of such an alert,

in which case the Process suspends. Once suspended, the Process waits

for the next event to occur. In case the Process has been suspended,

DISS provides the automatic means by which an event alert may resume the

Process.

- 62 -



When designing the Process the modeler has several options for the

processing of event alerts. The nodeler can use either a single mask

flag for global Process event enabling or he nay select the use of a

more sophisticated mask vector that would relate each nask elenent to a

particular event handled by the Process. If the global mask is

selected, DISS provides all support requirel. If the latter method is

chosen than the modeler must provide 3 routine, called EV.SELECT, in

which the coded event alert identification is matched against the

related enabling mask vector elenent. The sequence of selecting the

pending active event alerts for acceptance is determined by a scheduling

or priority algorithn suitable to the needs of the Process. If this

invoked procedure occurred when the Process was suspended and an active

alert is accepted, the Process is resuned.

From-Fig. 2 it is seen that once resuned the Process selects any one

of a nunber of execution paths that algorithmically describe the needs

of the node as a reaction to the particular notivating Internal or

External Event. The furctions are nodular within the Process and are

simple to remove or insert. The internal design of the function is also

modularly structured anl is simple to design and Manipulate. In gen-

eral, the functions are used to generate additional activities; monitor

system, node and function status; and Make the required measurements

pertinent to the motivatinq event. The modular function is then clearly

linked to the event that caused the iteration through the Process. In

keeping with the SIMSCRIPT lanjuage, each Process and function may have

its own resources. The loop structure and the nultiple parallel path

concept enable the modeler to introduce simultaneous, concurrent time
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delays within the same Process. This can represent concurrent message

transmission over different arcs, or concurrent utilization of multiple

resources within the Process.

Report generation at the end of the simulation run, per Process, is

initiated by a termination event scheduled by the Executive manager.

The modeler is free to organize and print the performance data as best

suites the model. The termination function should also handle the

release and resetting of those SIMSCRIPT structures that would be

required to permit the outer looping of aJditional system runs. The

Process may then be self destroyed.

A.7 6. SIMULATION STUDY WITH DISS

The interdependent modeling concepts to represent FDP Systems with the

use of the DISS package have been described in the preceding sections.

The various stages of formulating a simulation study of a specified sys-

tem can be visualized by a sequence of clearly defined operations. Fig.

3 show3 the conceptu-l, planning and implementation phases used to

achieve such a study.

The system under consideration either exists or is somehow specified.

In either case a detailed analysis of the system is to be made so that

there is a clear unJerstanding of the operations executed by the system,

of the characteristics of the system resources, and of the nature o: the

workload. The scope of the experimental frame (10) should be clear from

the outset of the study, why simulate, what performance information is

expected from the study.
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_1MODEIG

4 SIMULATION
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J' EXPERIMENT

TOPOLOGY

. RUN

1lOPER. PARAMETERS

Figure 3 Phases of Simulation Stujy

Once analyzeJ, the systei is reaiy to be modeled. It is at this

point that the choice of simulation methodology is to be nade. For the

instance of this paper, the modeler has SIMSCRIPT 11.5 and is familiar

with DISS. The ;Aodeler should have a clear picture as to the alterna-

tives available for selecting the modeling units to represent the build-

ing block elements of the real system. The leading decision to be made

is how many unique Process types are requireJ to model the system.

There may be several answers, but one of them will give the optimal ove-

rall simulating conditions. The number of unique node types can have a
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direct effect upon the topology selected, so th3t the resulting topology

of the model may bear no resemblence to the distributed network used in

the physical system (11). Upon determining the number of unique nodes,

the modeler is left with the task of using the system analysis informa-

tion to map the system algorithms into modular functions to be designed

into the node. These are to be grouped into externally and internally

invoked events. The internodal state variables for each are may then be

defined.

The implementation phase begins 4ith the coding of the functions and

the grouping of these modular sections into the node Process shown in

Fig. 2. During this stage, the modeler places the various interfacing

calls to invoke DTSS services. When the node Processes are complete the

modeler will organize the Executive Manager Process. By this time the

modeler should have a clear picture of the sequencing of the simulation

experiment. These global controls may effect the nodal functions in

which case the modifications are made to the nodes. Note that in this

phase of implementation both function and node Process are modular. It

is this feature that ensures the extensibility of the model.

The model, written in SINSCRIPT 11.5, is now ready to be run. It

remains for the modeler to prepare the topology of the model in the

required format and to organize the personalizing parameters for each of

the node Processes, those global parameters oriented to the modeled sys-

tem and those parameters required by DISS. When prepared, the program

is ready to be run. The modeler will manage the experiment as best

suits the study.
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As can be seen from Fig. 3, the preparations of the parameters infers

a simulation run. Depending upon the JemanJs of the experimental frame

it may be possible to execute statistical analysis after a single run or

it may be necessary to make parametric changes and repeat the run sev-

eral times before executing the statistical analysis. After the analy-

sis it is usually desirable to compare the results with aJitional topo-

logical configurations. In that case the loop into the topology is

used, the change in topology is made and the inner loop is repeated.

The topology loop may be repeated according to the needs of the experi-

mental frame.

It may be required to change the experimental frame which will cause

a change to the model structure. In that case tha loop is extended to

the next level and the modular implementation features of the model will

permit a fast program modification. The model may then by reactivated

as though from the start. The outer loop calls for a change to the

model concept with means a basic change in the systen analysis.

A.8 7. EXAMPLE

Assume that a simulation study of the following system has to be per-

formed and that the model of the system will be implemented using DISS.

The modeling phase of the stuJy is presented step by step below. The

system to be modeled is a Jistributed processing system that consists of

a number of HOSTS that are interconnected by a message switching store-

and-forward communication system as shown in Fig. 4. The network Is

made up of communication processors, CP, that are connected by full-du-

plex communication lines. Each CP has a finite buffer spaoe into which
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the messages are stored. Therefore the communication protocol performs

a 'space reservation' step before a message is transmitted. Each HOST

receives an independent stream of tasks. Every task is assigned an exe-

cution site at which it will be served. This assignment is performed by

the resource allocation algorithm of the Jistributed system.

TASKS

CI

Figure 4 The Distributed System

Given tha definition of the system tha modeling phase is executed by

the ensuing steps:
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A.8.1 Node Definition

The elements of the above system nay be grouped into nodes in a number

of ways three of which will be listed here:

I. Each element of the system defines 3 node. The model will

include two types of nodes.

2. The HOST and the CP are grouped into one node so that the model

has only one type of node. An input parameter will determine

whether the node is a HOST, a CP or both.

3. A HOST defines one type of node whereas all the communication

processors of the network are grouped into a second node type.

This second node will represent the entire network. In this case

the topology of the network will be represented internaly by this

node.

The selection of a mapping scheme depends strongly on the experimentel

frame of the study. Each of the above schemes can be considered as the

best under the requirements of a different study. One scheme may be

more modular whereas another one may have a more efficient implementa-

tion. A detailed analysis of the above schemes is beyond the scope of

this paper. For the purpose of this example it will be assumed that the

first scheme has been s.lected.
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A.8.2 Internodal State Variables

After the elements are grouped into nodes the External Events of each

node and the internodal state variables have to be defined. Each arc of

the :odel will include the followin3 state variables:

1. BUFFER.FULL indicates the state of the message buffer of a CP.

2. WAIT will be sit whenever the node wants to transfer a message

along the arc and the buffer of the target node is full.

These two variables are used for the passive transfer of state informa-

tion between the nodes. j

A.8.3 External Events

The External Events of the CP nodes will be the following:

1. START OF MESSAGE ARRIVAL. The source node has started the tran-

smission of a message.

2. END OF MESSkGE ARRIVAL. Th 3ource node has terminated the

transfer of a message.

3. BUFFER AVAILABLE. This event takes place whenever the state of

the buffer changes from full to available and the target node is

in a Wait state.

The set of External Events of the HOST node will inclule only two out of

the above three events. The START OF MESSAGE ARRIVAL Event is not con-

sidered as an External Event by the host. The reservation step per-
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formed by the CP as a result of this event are not part of the host

functions.

Note that this structure of the model gives the CP full autonomy in

allocating available buffer space. By means of the BUFFER.FULL variable

and the BUFFER AVAILABLE event it can select which waiting CP will be

given a buffer space that has become available.

A.8.4 Internal Events

Before each node can bt implemented as a process the Internal Events of

each node have to be defined. The HOST node includes the following

Internal Events:

1. END OF MESSAGE TRANSMISSION. This event represents the delay

associated with the transfer of a message.

2. END OF TASK EXECUTION. The end of the execution period of a task

is represented by this event.

3. TASK ARRIVAL. The arrival procedure of the tasks is modeled by

this event. The arrival of one task causes the scheduling of the

next arrival.

The CP has only the END OF MESSAGE TRANSMISSION event. The above set of

Internal Events enable the H3ST to control a number of service-resources

simultaneously. The CP can simultaneously transfer a number of messages

along different arcs.
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In this example the outline of a model of the 3bove distributed sys-

tem was represented. it is clear that the moJel defined above is not

the only way such a system can be modeled ani implemented by DISS.

A.9 8. CONCLUSIONS

In this paper, the authors have shown that by using an integrated design

concept the modeling effort of Fully Distributed Processing systems may

be minimized. The loop structure of the node, the "WAIT FOR ALERT"

implementation, the loose coupling of the nodes and the timing mechanism

of DISS form that integrated concept.

The DISS package has been in operation for some time now. The exper-

ience of the authors indicates that its use has considerably enhanced

the challenge of modeling such systems. Two major simulation studies

were undertaken with the use of DISS: The first was a study of the ETH-

ERNET. Besides preparing an Executive Manager, the ETHERNET system was

conveniently modeled into two Processes, the 'Physical Layer' and the

'Data Link Layer'. The latter Process can then be used for as many

nodes as desired. The topology ended up as a star network with the

'Physical Layer' as the focal point. The complete basic model was then

replaced by a lunped model (10) of the system to compare the system per-

formance under these two modeling conditions. This experiment was the

basis for testing three load balancing algorithms (11).

The second system is a model of the SDD-1 Concurrency Control Algor-

ithm representing a fully distributed multiple copy data base system.

Again, besides the EM only two Processes, the 'Transaction Manager' and
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the 'Data Manager' were written. These models have been run for differ-

ent numbers of noles and in several network topologies.

Continued work with DISS will broalen the library of routines availa-

ble to the modeler ani will include sets of modular nodes and modular

functions. Additional simulation aids in the field of report generation

and statistical analysis will enrich the package and offer the nodeler a

wider range of options.
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Appendix B

SCAN BLOCK DIAGRAM
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Appendix C

SIMULATION RESULTS
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a ' i CRfl,CLAS= 4 6. J04

7.2 6 3 ERPR,PRIL = k304 63C4

15.2 6 3 opEFRqksTP= 3 63C4

79,2 6 3 ucchjivIF= 3 6304

E1e f: i CECA,'slP= 1 6304

E2o6 4 3 1ERC, 0 63C4

E2.6: 4 3 ISPG,CESI= 6

63.2 6 3 DEFGSRCEm 4

E4.d 4 1 TEEXSPCE=

E A 3 4 I4NCLAS= 3

E4.E 3 4 1SRDI JiESl= 6 84C3

ES.2 6 3 CELCSFCE= 4

E50F t 4 CAPrtCLAS= 1 8403

E5.E 6 4 CRPRP[RICx e403 8403

t5.8 6 4 DFRtS1P2- 3 8403

E85 E_ 6 4 ----- C ,CLA S =

609, 4 1 JEUPSRCE= f 76

E6*2 4 3 TETR 0

E7.2 6 3 1AhRCLS-- 4

-- -.?- 3 -- -- -;PRR IF 2 7804

E7?' 6 e CCEAfSTF= z 7804

E I. 2 6 4 OfoPPvtoSlFa 3 fa4 03

ES a7 6 3DEDA PPSIP= 2 78C4

S6.2 5 3 F ,LS

,se & I - CfFRvJS1f 1 1102

T ANY ARRIVAL NE% TRfKSACTICK DQCA EIC TC C07l ACCESS QUEUE CEPG END CF
ITSRO SENIS REAC fESSACE DECA ENDO CF CrIi AC(ESS IEES EKC CF IE
,)LRC ARRIVAL rF FEAC PESSACE CE T END CF ESG TRANSMISSICN IELC ENO CF
)5RJ SEKD REJECT TERD ENC CF REA[ PhASE tEuP EKr CF U

PPR PINIMUP PRICRIlY 1 Pfr SENt ENEC PRCG*Ph

-__l



515 954*45 CZ- 5-E-9 FACE-

I ~ CCLS 2 #E=N S 1C

CllLCLAS= 3 l

UPSPCE- -- - -- - -- -- - -- - - - -- - -- -- - -- - -- - -- -

-- - -- - -- - -- - -- --,- -- - - -- - -- 1804- - -- - -- - -

04 RCLS 4 70

UE CEPG E-------C-------PRCG--- -------- ------F-T ------ ---I---

6ES ECC XEUINP-5 CP ARVLC hIEIE5G

------ E--- CF---PD-TE- --ISTR! --- T---J- ARP!V--L-C- -EJ--CT -AS -Ti'
4EJ N FUCT OP FCPIRT

-- --- --- - -- - -- --- --- ---- --- --- --- --- --- - -



P52STCOI FILE - 3 CIS

TIME.V KCDE TR.NC I EVEki, NAt = k.1, lIkE

-o--C C - -

1009C 2 0 I SIh,

IG]QeC i 0 1 SNh;

101.C 5 0 OAt

101.0 5 1 OPPR ,MSlP =  3 1102

1010 5 0 
CN

110.0 - 0 ----

110.0 6 4 0lvPRtMSTP= 3 8403

1100 6 0 --
M

110.0 6 C Olpki pSipc 1 1I02

110.0 6 4 kPR vPSTP =  3 8403

110.- 5 0 CA

110.0 5 1 OPPRISTF- 3 1102

110°C 1 DCCAvPSTF- J 110'e

110.0 C O"P'pp.,STP= 1 1302

110.0 5 3 DOPR ,STP= 2 7EC4

110.C 3 OCC AIPTFP= 2 7804

110.0 5 0 DppFqSTp = I 840J

1106, 5 C OI'PRfSTF= I 1COl

115.1 5 I fECA,SiP= 3 1102

116.1 2 1 7ER, - 0 1102

-'116.1 , 1 1SPG,EFST= -

116.9 S CEFG,SRCE= 2

117.9 2 1 1EEX,SRCE= 5

lles 5 1 CELD,SPCE= 2

1.5 4 5 IAN1,CLAS= 4

119.5 A 5 OISPCESY= 6 IC9C4
----------------------------------------------------------------------------------

119.9 2 1 JELPtSPCEz 5 130

15C 2 1 E IP , 0

119.9 l ISRCVCESI= 5 4, 0

120.1 5 3 CE[APSTP= 2 7e04

120.5 6 5 CARD,CLAS= 4 1CSC4
120- 6 - DRPR,FRIC-"1CS04 - CSC4 •

TAN1 ARRIVAL NEh IRANSACTICN OCCA ENQ TC DATA ACCESS CUEUE LFPC EMr CF Ex
TSRC SENCS PEAC MESSACE DECA END CF CAlA ACCESS IEES Eh CF EX
DARD ARRIVAL OF PEA[ ,ESSACE CEPT ENC CF PSC TRANSMISSION rEUIC Ehr CF U
9RJ SEND REJECT TERO EhN CF REAC Ph-tSE iFLP EC CF UP
DPPR 1I1NIpUt PRICRIIY TSPC SENt EXEC PRCGRAP



155., C-5t FACE-

15th,0 103C1

DANhCLAS= 1 10001

EAKW,( tl= 2 1302

C8MNiCL&S= 3 E40t3

SRCE=LS 223C

CAE9CRS P40130

-- - - - -- - - - -------- --------------------------- -----------J(

1EE------ C---- E-------- P---S-- C-- - R A-P-- ------- F hPITE ---55AE

--E---------C-F -jPOA ----I ---R --. IARJ AT---V-L cF ---E-EC -----T -

---- -- --- ---F --U--- ---- --- ----P ---RE--- --P- -I-OR- ---



P,BTCOI FILE - C S

TII'E*v NCOE TReKC I VNNAMv KLt'1,

--------------- ---------------------------------------12C.' 6 4 CFFR ,'SlP-- "3 EC

120. 5 1 [ Iw ,CL S= Z
- ' 1 DPFR,?SlF= 2 1302

12C.c 5 I CQC~vPSTP= 2 1i02

121,' 5 1 CECAMSlP =  2 13C2

---------------------------------------------------------------------------------
12103 5 2 [APC,(LAS= 2 diC2

1k e 1 ,leE CRPRIPRIC= 42C2 42CZ

-------------------------------------------------------------------------------- 4IlIoes 5 2 CPFRtP'STF= 3 420d

121.9 5 2 CQCA,t'STP= 3 4202

129.7 5 2 rECA,PSlP -  3 42C2

I 9.1; 6 1 [AWR,CLAS=

129.s 6 1 )F R 9 PSTFv 2 i0

129S. 6 1 CQCA,MSTP= 2 1302

12999 6 4 OPPRMSIP= 3 8403

.JO.7 e 2 IFRC, z 0 4202

13C.7 2 2 ISPG,CEST= 5

131.1 6 1 CE[fivSiP= i 13C2

131.2 5 2 DEPG,SRCE= 2

I 2 . IEEXSRCE= 5

133.2 5 2 CEUD9SRCF= le

134.2 2 2 1EUP9SRCE= 4 4

134.2 2 2 1 E l, 0-; ; ---; ----- ------ ---- -- -- --- -- -- -- ------ --- --- --- -- -- ----... .--- -- --- -----
'I 5 d~h 140CLAS:

135.2 5 2 DFR,TSTF= z 4902

135.2 5 2 CEqA'SIP= 2 4C2

138.9 5 2 f)C4A, SIPz= 2 4SC2

1.jse 4 6 ItNI,CLAS= 4

14492 6. 2 E AvR ,(LAS=

144,2 6 2 NPR,tMSTP= 2 4SC2

144.2 6 2 OQCAqPSP= 2 4SC2

144*, 6 4 DfFRtPSTF- 3 e4C3

146.2 6 2 CE[A,PSTP= ;e 4S02

181.3 2 7 IANl,CLAS= 2

181.3 2 7 1SRC,CFSI= 5 154C2

TONY ARRIVAL NEho TRANSACTICh DCOA ENQ TEC D8I0 ACCESS QUEUE CEPC ENE CF
TsRC SENCS READ PESSAGE DECA END CF DATA ACCESS TEES ENO CF
DlRC ARRIVAL OF READ PESSACE DEPT ENC CF PSG TRAfNSMISSICN EEUE ENC CF
nSRJ SEND PEJECI TER" END CF REAC PHASE 1FLP ENE CF
F)~p 0 R INIfr(Jf PRICRIly I SPC SENE EXEC FRCC.RAPJ

/



JSS It.'4*4 C2- 5-E2 PAGE- 3

ENT, K&PIF KLPOI, 9 l!ESIAPP

[AlikCLAS= 2 L302

-- - - - - - - - -- - - - - - --3C- - - - - - - -- - - - - - - - -

2

13C2

2

C2C

EAWRtCLAS= 10

-- - - - - - - - - - --C2- - - - - - - - - -- - - - - - - - - - - -

-------------------------------------------------------------
--------------------------------------------------------

---J-UE --- ----- -- -- -- --EXE- -- -- -- -- --- - -----NC-CF- ---- - --A- -I- -
4ESE202XCLINP-S ~h PIA FWPT 'SA~

5JNCU N FUCT I11. TP P1~ FFJC ST
---- - F- -- NC ---CF --U- --- --E--- --- ----READ---P- --- --I---



h .8TCO1 F IL" - 4 i: 155

1 N A C I I C !N C C PF L E I 1C N T A PL E

IRAIS, CIhSS PR. Is isp Tl P (pp N TR ,R LVR pC Q Nlpl I
KOG. fIAF C.T p.1 CIVC C .T (P

- , 2 7P E3 C. F.2 1C,.2 ).? C. ts2 11L

1 2 11.6 1 - 11 0. 1-1,6 14.6 110.0 C5 4 IS. 1'

2 2 49.e4 4 q 42 7"05 11q.s 121.9 121 . C. 144o2 14,

G 1V;.5 11 C 1C 0. 1c.5 12C.5 1E7.2 6.7 211.1 21

If 8E4. P4 E4 C. . E5 * F 1F7 2 CI.e4 220.0 22

64 ti" , . E -1j -1 J4 6 7. J -,07.1 zCc, 1 . zC S. I C. 0 eji , 4 z .

8 1 182.0 181 146 0. 1 2.0 1 3. 0 1E3.0 C. IS1I.2 30

7 2 181.3 181 154 0. 1E1 .3 1E2.3 3C2o3 12C.C 32C.7 321

9 1 213.C 212 2CC C. 213.C 214.0 3C2.3 EE.3 323.4 32

iC I JC- , J08 2E6 7o, J13.4 JI ,4 J 15.9 4 c J -. 4 J.

11 1 318. 1 3 1 3i-,12 3.o3 321.94 323.4 323.4 C . 343. 4 31-

0.dTCOl FILF - 1 IS S
p , R E A E R I T E L C G S

N ) t C R E 6

1 IRAN* R/ CLS I TkAh# P/i CLS

I P 2 1 1 P4

3 w 4 . 3 W 4

1 W 2 1 1 N 2

l 2 1 2 h 2

1 2 0 2 1 4 P i

S 8 r, I I P 4

5 w 4 8 1

I 4 w 4 IN 3

6 4 1 S 4

7 2 1 6 4

8 w I I w 4

q 1 I 7 7 2

7 w 2 1 1

q w I I iC w I

11) c I I I 1

11 P l
I 10 w I I

I I

- - -- - - - - I-I- -llI-- -I-- -I- * ,l . ....



7 AD AlL7 990 AEIZMANN INST OF SCIENCE REHOVOTH (ISRAEL) DEPT OF --ETC F/S 9/2

C OMPARAT IVE PREDICTION METHODOLOGY FOR DECENTRALIZED DDBMS.(U)

APR A2 M MELMAN, AFOSR-81-0147

UNCLASSIFIED EOARD-TR-82-11 NL*flflflEND



15.54*45 02- 5-E2 FAGE- I

RC Q NIRp LVW WCPC 5t-ICE CCMPL RESP SYS NECE REJ
c.T (toc CM0 0.! TIPE IllME M l!OF

C, q6o2 I10.0 13.E 41.c f6. EaC 41.' 4

S5, 14 1'5. 5 C. 1" 11795 1159. 106.3 117.5 2

C. 144.2 144.2 C. 2t.3 134. "  84.8 96.8 4

66.7 217.1 217.l 0. ;8.2 207.1 87.6 SE.2 4

101.4 220.0 220.0 0. 13t.4 203.C 118.2 135.4 3

0 d J ,. 4 "d.4 C. 9t.S e22.4 82.6 4.2 4

Co 151.2 302.3 111.1 124.4 190.2 8.4 114.4 1

120.C 320.7 320.7 0. 147.2 310.7 129.4 141.2 2

E E3 323.4 323.4 0, 116.1 313.4 ICO.4 116.1 1

0. J.o4 i -'. 4 0. '.J ie 1.4 15.2 30.5 1

C. 343.4 3d3,4 C. 26oC 332.1 14.0 4;c oj 1

S 1o,54.50 C2- 5-E2 PA

- --I



0528T001 -I Lt P S

P UN NO. 2 SJPFU- MCOEL ,STA71STICI CNLV

'! PUT FCP TH-E PON

r-LceAL POfRAPfETERS

TIMiE UNI7S, V'ILL ISECCNDS
NUMBfER CF CLASSES IN lt-E SYSTEM 4
M"AX KUM CF FPACMENIS PER SET C
AV~fkAGC- LE&Glf- CF A CCNTRCL PESSACE C.50 (UNITS OF TIME)
FAhTCt- SIZE 2
CCNF1O'-NCE LEVEL co.~0

rAGS

TPACE F-LAG 0

TPACE CRIVFk cLAG C)

ICC, FLAG 0

r"ROTCCfIL NLFOB S,

CLASS 1 3 4

fPOCTCC"-1L 1 2 3 1

rC~f-LI( I CLASS PNATR IX

I 3 4

1 C 0 0 C

z Ic 1 0

3 c 0 0 1

4 C0 0 0

NCDE Ch-ARACTERIZATION

TRAN 5 AV 5 CAT7A S PEAC
FF0 INT E PRCG. E ACCES E I IME 01LI1 lIvE

NfJPF ID TYPE CLASS ARR E LENCTI- E T 14 E E. CUT PCR ST ANI
(EXPrI 0 (EXPC) C (EXPCI 0 (FIX; FLC rEL7

I Im 1 100.0 4 a. 5 100.0 1 e.200

2 TM 2 100.0 6 2.0 7 Ioc.0 1 .2CC

3 TM 3 icco. e 2.C l 100.

4 TM 4 10000 10 Id.0 I 1o 1000 1 .0

5 CMI 3.0 2 icCOs

CM3.0 3 100.00



S S 
16.36.2F 02- 5-E2 PACE-2

,ST611STICS CNLY

OF TIME$

CUT PC R ST AMP
(FliX FIG rEI
100.0 1 .2000

1OC*0 I 92CCO

1000

100.0 1 .4000o

10000



IP528TCO1 F It, - 2 CIS S

SYSTL-0 PEPF1vANCE P ESULIS

%S*LLATI[N TIPAE 10000.O UNITS

T10 NCDE STtTISTICS

NUM TPANS AVG I I CF AVG 'ESPC
N I, TPAN IV c . WAIl. R JEC TM RESPO IIIV A
Ic C2MP IIpF TRANS TRAN L IiL. TIPE STC S

I -1. 14.(70 .137 C. ,309 45.943 4 .,115

72q 18 .455 .39C 269.I40 .573 IC SoI C4 4 7JEz

i 2 c li I .321 1C.q3 . 21 81.eC2 4 1,C73

LM NCI"F SIATISTICS

E At R I TF
N U ) cm( CM
TC T IM"E T I ME

5 3,0581 7,. 7C

Z6'tsj loE47

'iA L S TA T I TIC 5

NLM1F R CF TPArNSACTCNS APRIVEC IN SYSTFO

'HUE P CF TkANSACTICNS PRCCESSEE (AFTER %RIIESV

0:Uie EP OF IkANIZACTIENS REJECTEC

KU',W{ ER OF IESSACES SENT PER TRANSACT ICN 9 AVG IINC. NW)

AVG. SYSIEV TIME PER 7RANSACTICN 8

Vr, TRANSMI SICN TIME PER TRANSACTICK (ItCT INC. NW)

AVG. R SFNSE TIME PEP TRAKSACTICN 6



S E.40.41 0,9- 5-F2 FACE- 3

k ES PC OATOC- rELT NUM
P0 I IrE AVG FRE-C I CF
E STC SiC IN I CfJRR BATCHES

,943 4o6sl'5 17.I1 lC,223 -aC l 51E

IC4 4706Z 11,015 J.1, .00 21

*EC2 41C73 12.012 4.135 -. 187 2 F

SE 1,S 10.313 S.02 -. C54 37

J~rj5

3562

367

8990241 UNITS

1896173 UNITS

63,78(e UNITS

THF RUN ,EECEr 55.98 CPU SECCNCS

Qi

/ V




